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Cloud Native Platforms for the Edge
Network Core = Cloud Data Center

Edge Services
(network functions, Al, media, enterprise services

>)] @"» @ E

Industrial Transportation Healthcare Retail

Devices

On Premises Edge Access Edge Near Edge Regional
Data Center

v

Lower TCO with a consistent cloud native
platform approach across edge locations Key challenges to overcome

Services » Deliver platform consistency & scalability across
diverse edge location requirements

Latency
expectation

Middleware
= Optimize cloud native frameworks to meet

Resource and service orchestration stringent edge KPls and network complexity

Operating system » |everage a broad ecosystem and evolving

standards for edge computing

Intel | The Future Begins Here |nte|®



Edge Services vs. Cloud Services

= Mobility vs. Scalability
= Resiliency vs. Redundancy

= Edge Native Functions vs. Cloud
Native Functions

= Heavily distributed
» Tiered architecture
» Data locality

= Latency critical operations
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Challenges Across the Edge

Resource Constraints
High Network Performance

Policy Management

= Seamless scale between Edge to Cloud
= Security & Privacy
= Application onboarding

_ife cycle management
Public and Private Cloud

Hardware Abstraction & Utilization

= Al & ML Models for Edge
= Automation/Operation Autonomy
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Smart Edge — Open Platform

Smart Edge - Open is an edge computing software toolkit that enables highly optimized and performant
edge platforms to on-board and manage applications and network functions with cloud-like agility
across any type of network

& by 5

Modular Consume as a Whole or as Microservices il
Individual Building Blocks Based Architecture
Top Use Cases . Key Features
p— Smart Edge Building Blocks B e P

Aggregation Point Multi-access Edge Multi-cluster Edge Aware Confidential Edge WAN thrcguclghput. determinism,
(Cloud Native Networking Orchestration Service Mesh Computing Overlay QoS, latency, jitter, security

RAN + Apps) ; . "
Resource Data Plane Accelerators Telemetry and Green Edae mu::lzlglcatg)n, RRlEmECCss,
Near Edge Management CNI Monitoring 9 ulti-Clou
(5G dUPF + Apps) Delivered via use case
specific Reference

UCPE/SD-WAN + Apps _ _ _ Architectures for ease of

Built on an Open Cloud Native Foundation consumption and to
Al/vision inferencing accelerate TTM
apps with MEC :

Kubernetes Service Mesh Telemetry Operator Framework Industry Standards (3GPP,

Media apps with MEC CNCF, ORAN,ETSI)
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Components of Smart Edge Open

* Pre-packaged Kubernetes
distribution with customized
components for Edge

Intel® Smart Edge Open Edge Node

Application Pod Application Pod

* Made for open-source
collaboration

System Pods Sontainer Networking Telemetry e u O N- b Oa rd S an d Man age S

Edge Kubernetes

.| - Errcant applications with cloud like

Platform Pods Virtualization .
Infrastructure Kubelet ag I l | ty
omponents
Software CentOS | Ubuntu

T —— » Tailored MEC platform for
Access, On-prem & Network

Edge

Figure: Internals of Smart Edge Open
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Smart Edge Open Building Blocks
Edge Services
commercala

Experience Kits

Developer/loT ACC(%}SQSAEnge/ SASE/uCPE

Building Blocks

Multi-Access : :
Edge Zero Trust Security
Resource High Perf Al/Media/Wireless/
Management Dataplane Acceleration

Cloud Native Foundation

Kubernetes Cluster API Prometheus Grafana CoreDNS
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Near Edge/
Telco Cloud
Service Chaining

Telemetry and

Monitoring

Docker

intel.
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Experience
Kit
Overview
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Apache 2.0 License

Location Any Location

Download & explore the
basic foundation of Intel®

Smart Edge Open

Applications

Recommended el
Experience Kit(s) eveloper

Capabilities

Certified Kubernetes Foundation
Intel Cloud Native Microservices
High Performance Dataplane CNI
4G/5G Networking

Support for Hardware Acceleration
Telemetry& Monitoring

Enhanced Security

Resource Management

Intel License

On-Premises Edge Access Edge

Edge deployment at intelligent sensors
& gateways at industrial, retail, or
enterprise locations.

fow

Industriel Heslthcare Retail

Private Wireless Access Edge

Near Edge

®
i

Scalable solutions for

network edge aggregation
points.

EOT:E"

Next Generation Central Office

Near Edge

intel.
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Developer Experience Kit

Edge Node Component

collectd node exporters: CPU, memory

telemet cAdvisor: CPU, memory telemetry

collectd plugins: telemetry

StatsD exporter: StatsD metrics instrumented
application

r
kube-proxy kubalat NFD: nede labelling support

Multus: multiple network interface support

Calico: default CNI

SR-10V CNI: CNI for SR-10V VF kernel interface

Prometheus: telemetry backend

SR-10V Network Operator: SR-10V device plugin

Ubuntu 20.04 LTS: Default the latest kernel, Ansible, Python, systermn services to manage attestation, systernd, docker,

Figure: Developer Experience Kit Components
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A basic starting point for Edge
Computing on Intel Architecture
platforms

Deploys required essentials for
services:

- Resource management

- Accelerator support

- Container network interfaces
- Telemetry & monitoring

- Software Development Kits

intel.
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5G Private Wireless
Experience Kit

Cloud native reference architecture for 5G
Private Wireless

* Integrated 5G RAN, Core and MEC
* FPGA/eASIC support for Wireless FEC
* OpenVINO Al support

Suitable for private 5G deployments —
Factories, offices, Hospitals, etc.

Intel | The Future Begins Here

Intel® OpanVINO

5GC Control Plane (3rd Party)

AMF Pod

SMF Pod

Software Cent0S

3rd Party RRU

Intel® Distribution of Intel® Smart Edge
(3rd Party) OpenVINDO Toolkit (Agents)

(App)
EdgeDNS

Telemetry Pods iy '_ en_e or Calice: default CMI
interface suppo
SR-10V CNI: CNI for SR-IOW VF
kernel interface
Telemetry NFD: node labelling support
syne
ization

9
(FlexRAN + 3rd party)

o-DU Pod

3rd Party o-CU Pod

Wireless FEC Device plugin QAT device plugin SR-10V davice plugin

Software CentOS |

Figure: 5G Private Wireless Experience Kit Architecture

intel.
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Access Edge Experience Kit

performance modelling for L1 Cores/
Cell and Pooling gains

Fronthaul Performance modelling
Accelerator modelling, Stability and
determinism modelling with multi
instance

Various Power Profiles
Resource Usage Optimizations
Compute and Memory

High throughput Latency DPDK

Optimization for Fronthaul -

DPDK Optimization for Accelerator
Access

+  Hyperthreading optimizations for
AN

» Pod Deployment configuration
reference

o *RAN telemetry (Future)

SRIOV VF resource for NIC and
Accelerator

o

Multiple Interface
allocation

Opticnally Used when using gy
interfaces like vhost

HW/SW Feature detection and___ g g
Labeling for deployment

Default CNI

Time synchronization @

Optional CPU manager plugin for
dedicated core allocation =

Performance modelling for L1 with <

-

Cloudnative RAN KPIs: (urilc, mmimo, Sub-6)

«  FlexRAN Pipeline latency: Module level, TTI level,

+  Fronthaul packet latency and throughput

«+  Accelerator Offload Latency and Throughput

+  Multiplexing FH and MH though same Interface for Cell-Site cieployments.

« 1588 PTP synchronization Delay and offset from Grandmaster

« Power Consumption — CPU, Memory and Platform

«  Scalingfrom Single sector to multi sector L1 on same socket and across the node
«  Hyperthreading Gains and Housekeeping resources optimizations

OpenNESS Edge Node

FlexRAN DU Pod

WLS shared memory for L1 <Lz &Pls

FECREQUEST g

80

Test
H :

[ core

| smiov-cni H Mum‘s] Bond }
| Usefspace CNI | Calico ’Tuninglu

- @ Configuring Ethernet P

FPGA Orchestration accelerator service

Telemetry

Management Front hau Acclerator Mid Haul \
FEC VF NIC VE
++ORAN RIC and xAPP
- i hosting (Future)

arameters

Device plugin for NIC and Accelerator

Kube-proxy

1 ptp4l + phc2sys

Kublet |-

CentOS + Docker CRI + PrefEmth"RTKe_\f_ne!

Hardware: CPU, Memory, NIC, Acceleration and FPGA

¢ BIOS and Firmware _ 7 * Operating system services
Configuration for RAN and Kernel Configuration

+ Performance Optimizations reference
Modeling for various o RAN specific performance
Formfactor (single/ monitoring using Intel
dual socket and tools
deployment 2U/1U/
Low depth)

Fronthaul TOR Midhaul TOR

Optimization Notice

Managment TOR

Orchestration

\ 'y

RAN Specific Orchestration telemetry and
[ deployment considerations (with partners)

OpenNESS enhanced - Kubernetes

1 L

v ¥

Jobs. Node Feature
deployment discovery

» CPU and Accelerator telemetry

Topology
manager

» Dynamic Device Profile for Intel NIC (ORAN Fronthaul) ** /

» L3 Cache allocation for FlexRAN Pods

NUMA aware POD placement for reliable perforamnce <

Legend

OpenNESS Edge Microservices
Open Source compenents
and enhancements.
RAN CNF Vendors
Cloudnative stack vendors Orchestration Vendors

Hardware and OS Vendors

Intel's compilers may or may not opt

e to the same degree for non-Intel microprocessors for op

izations that are not unique to Intel microprocessors.

These optimizations include SSE2,SSE3,and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or
effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for
use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the
applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice.

Figure: O-RAN DU Deployment Architecture
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Notice revision #20110804

Cloud native reference architecture for
O-RAN DU

Uses FlexRAN as reference for 4G/5G
base stations

FlexRAN offers high-density baseband
pooling that could run on a distributed
Telco* cloud to provide a smart indoor
coverage solution and next-generation
fronthaul architecture

Support for determinism (1O, Platform,
Acceleration, Orchestration

intel.
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Reference Implementations

* Wireless Network Ready Intelligent Traffic Management

* Wireless Network Ready PCB defect detection

» Telehealth Remote monitoring

* Network Optimization and Al inferencing for Telepathology

* Smart VR — Live Streaming of Immersive Media

* https://www.intel.com/content/www/us/en/edge-computing/edge-software-hub.html

Intel | The Future Begins Here |nte|® 13



TelePathology R

Problem Statement

« There is a global trend towards less practicing pathologists* while cancer cases are projected to
increase over the next decade**. The volume of work itself is challenging and is made worse by a
disproportionate ability to easily and efficiently share images. This introduces latency in the process
as well as risk of physical loss of the sample itself.

« Another challenge is sample scans can produce 60-80GB files (uncompressed), which demand
efficient edge inferencing to enable data sharing and data reduction.

« We want to showcase a hardware and software architecture which optimizes inferencing algorithms
applied to digital pathology compute workloads and enables telepathology with a networking
optimization framework which provides various microservices.

*https://pubmed.ncbi.nlm.nih.gov/23738764/
**https://publications.iarc.fr/Non-Series-Publications/World-Cancer-Reports/World-Cancer-Report-2014
***https://www.archivesofpathology.org/doi/pdf/10.5858/arpa.2014-0606-RA
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Telepathology Reference solution

Hospital

(SIide )

Scanner

lllllllllllllllllllllllllllllllllllllllllllllllllll

4 Edge Open
Microservices

v

*
LN o
0000
-------------------------------------------------------

Edge servers

..'
*

+ OpenVIN®

Model Server

<

Telcom Provider
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Immersive Media Rl

mobile phone WiFi

¢ &

camera control
@I
o

Insta360 camera

files

ol v+ AP

A

VLAN20-
192.168.20.0/24

4

VLANZO0-
192.168.20.0/24

Kubernetes

IM360 Edge Application Pod

MCF RabbitMQ § MongoDB
SE-O K8s (single node)

T OnPrem Cluster
“=] |celake-SP Server

L3 Switch

VLAN30-
192.168.30.0/24

Registry IM

0

VLAN30-
192! 158.30 0/24

360 Cloud Application Pod  Registry

- .
SE-O K8&s (single node)

SE-O Ansible

(Remote Provision Machine)

-

Step 1: Deploy SE-O with KubeOVN CNI

Step 2: Build IM360 Image and push to
local Harbor register

Step 3: Deploy IM360 with Helm Chart

Step 4: SE-O Interface Services for
external host traffic from
camera to mobile phone

Kubernetes

Cloud Cluster

Legacy Server

Camera [ Media Ingestion network (VLAN10)

Intel | The Future Begins Here

Remote Management Network (Intel Lab Network, SSH...etc)

@ Media Distribution network (VLANZ20)

www  Control Signaling network (VLAN30) e [ntel Lab Management Network

Smart VR solution leveraging
edge platforms for media
ingestion from multiple
streams, media processing (360
view construction, 360 frames
analytics), and interactive media
distribution based on Field of
View (FoV) request.

intel.
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Telehealth Remote Monitoring RI

= Containerized telehealth application design
providing a real-time audio-visual
framework leveraging Intel® Collaboration
Suite for WebRTC (Intel® CS for WebRTC)

= Communication is provided through video,

chat, and screen sharing.

Intel | The Future Begins Here

Il
)

oF

Patient Edge Server Provider
=
0

Client Application Telehealth App
L L
RabbitMQ

Web Browser

Conference
. MongeDB
Wired/WIFi{56/4G LTE Wired/WiFi/5G/46 LTE

05 / Smart Edge Open

Powered by: Open Visual Cloud - Open WebRTC Toolkit

intel.
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PCB Defect Detection R

SE Node Kuberenetes

o * Helps deploy a solution for Printed Circuit

| Board (PCB) defect detection using Al for
product quality checks and enabled by Intel
Edge insights for Industrial (Ell) and SEO-DEK

ciaiorm
ﬁ = Supports two types of defect detection:
Ubuntu 20,04 LTS Docker ibvir missing components and short circuits due

to solder bridge formed during the assembly

Public
PDN

Il |
(9
"

Build machine

Intel | The Future Begins Here |nte|®
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5G Smart Road-Side Infrastructure Platform

Foundation Kit for Visual Compute + 5G Smart Road-Side Infrastructure

L
5\

AR
AN

1 \\;'
ad-Side Unit

5G Radio Connectivity
5G Local Internet
Offload

Multi-Camera Input
Visual Compute App
OpenVino on HDDL-R

ﬁ > ’ \ \ o ‘ : ) ;

Central Cloud / !

XD /! o
« RSU Management (oo | Visual Compute
+ App Orchestration (eee | App Dashboard

« 5G NGC Control-Plane s s -~

Intel | The Future Begins Here

Hardware Foundation Kit based on Intel
Hardware Platform Single-Socket, Xeon D, Xeon
SP

The RSU Software Platform integrates
Capgemini Engineering ENSCONCE Edge
PaaS

The RSU Software Platform will have integrated
support for Intel OpenVino

Intel HDDL-R accelerator based VPU Offload for
Intel OpenVino Apps

Intel PAC N3000 FPGA for 5G Layer-1 offload
The RSU can also provide 5G Connectivity
supported through Capgemini Engineering 5G
gNodeB L2/3 and Intel FlexRAN L1/FPGA
Capgemini Engineering 5G NGC UPF for local
data offload

The Central Cloud would consist of CapGemini
ENSCONCE Cloud PaaS (Platform as a Service)
ENSCONCE Customer Portal

Capgemini Engineering 5G NGC

Run Visual Compute Inference Applications using
Intel OpenVINO and HDDL-R Accelerators
Stream Traffic Meta-Data for V2X Applications

intel.
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5G SMART CONNECTED PLATFORM : ARCHITECTURE

KUBERNETES CLUSTER
S e TR -~ * sonec
: Visual Compute Apps I SUEIE Centos 7.7.1908

(Edge Controller Service)

Edge App
Registry

MEC Application

Platform
(Containerized)

| Smart Edge (CPU & VPU Offload) ,

EPA p-Service I

5G (LZ/L3) I

I
5G L1
I
=r=r==" SR-loV Kube-OVN

Edge Networking
Linux Bare-Metal (CentOS 7)

PACN3000| HDDL-R
I FPGA | Fdge Hardware AMONIE - Ubuntu 18.04, Docker CE

SuperMicro X11SDW-16C-TP13F+ (Xeon D SoC SkyLake-D) M

Ethernet I

KU BERN ETES MASTER

Multi-Edge Management

Kube-Controller
MEC Runtime

Application Orchestration
(Platform Registry & Cloud
Controller Service)

Intel | The Future Begins Here |nte|®

20



Enabling Various Service Models

= Simplified application on- /if\ |
boarding G | g o

= Ability to utilize Al &
Accelerator toolkits

= Network policies, Edge DNS
Data Security

» Edge Application API
support

Figure: Edge
Application Agent

Intel | The Future Begins Here |nte|® 21



A Portal for Commercial Edge Apps

A One-Stop Shop for Commercial Edge Applications Optimized for

Intel® Smart Edge & Intel® Smart Edge
Open

Vertical and function

Benefit from Intel's ACCELERATE spe.cific apps spanning a
vast ecosystem that is R TlGa  ichsetofuse cases

edge ready now Deployment-ready,

T 4 commercial applications
DISCOVER

Innovate jointly with L——— éc%%?(\g-f-ll\zlﬁ SCALE with
Intel and benefit from ROBUST EWII)GE
our partner PORTFOLIO

enablement programs Complementary and

interoperable Intel
Benefit from Intel’s & ecosystem

investments in hw/sw offerings
optimizations to hit edge KPIs

Intel | The Future Begins Here
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Commercial Apps Portal

Commercial Edge Applications

Wl Intel® Network Builders - Comm X e 9 - L Al i
: e

< C & networkbuilders.intel.com/commercial-applications o Q Kk R 2

i Apps @ mamaladeQuickE. @ b S 8ay & Home - Circuit [For. MyYzhoo & Home - Circuit [For.. | SuggestedSites JB Channel Guide [J§ FreeHotmail [ Intemet Explorer N. » | [ Reading _

Intel® Network Builders

I T

OWILT i ACTIAM Radisys ' S P

i

AL AARNA HETWORKS WSHLTY VECTOR ‘WSELTY DATACAPTOR

s“ v/ ¥/

A Fast Path to Edge Innovation

Reality alTRan
VSBLTY VSBLTY

i
3
H
i

o

v/

DeepSight
VSBLTY

Deploying Commercial Edge Applications
Discover the ease of developing and === R === I =
deploying commercial applications at E

the Edge using OpenNESS and Intel hLEORA = Pl
Smart Edge.

Thi

& plconeTs IROBIN

.

8
B
H

ROBIMN rl ORBO | nabstrect o roar= roar="

Commercial Edge Applications
Applcons 1 necwork fncions Sr €55l 1 Seice Endbleent s SGge. TECHTICAL V0155 mSECheq it 65 DSinss OpGOrTny 31 EUng heCrstion ofese i ervices, andhers, o el = =

i
f

(2= HC

H
g
1

o) D herta POLTE

INREALITY-2

https://networkbuilders.intel.com/commercial- reaty
applications
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What Can You Do?

= \What are your use cases?
= Try out Smart Edge — Open Platform
» Expand on existing use cases

= Participation in Standards, Industry Consortia, Open-source software
= Open Collaboration
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Q&A
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